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CONSPECTUS: Density functional theory (DFT) and its time-dependent
extension (TD-DFT) are powerful tools enabling the theoretical prediction of
the ground- and excited-state properties of organic electronic materials with
reasonable accuracy at affordable computational costs. Due to their excellent
accuracy-to-numerical-costs ratio, semilocal and global hybrid functionals such as
B3LYP have become the workhorse for geometry optimizations and the
prediction of vibrational spectra in modern theoretical organic chemistry. Despite
the overwhelming success of these out-of-the-box functionals for such
applications, the computational treatment of electronic and structural properties
that are of particular interest in organic electronic materials sometimes reveals
severe and qualitative failures of such functionals. Important examples include
the overestimation of conjugation, torsional barriers, and electronic coupling as
well as the underestimation of bond-length alternations or excited-state energies
in low-band-gap polymers.
In this Account, we highlight how these failures can be traced back to the delocalization error inherent to semilocal and global
hybrid functionals, which leads to the spurious delocalization of electron densities and an overestimation of conjugation. The
delocalization error for systems and functionals of interest can be quantified by allowing for fractional occupation of the highest
occupied molecular orbital. It can be minimized by using long-range corrected hybrid functionals and a nonempirical tuning
procedure for the range-separation parameter.
We then review the benefits and drawbacks of using tuned long-range corrected hybrid functionals for the description of the
ground and excited states of π-conjugated systems. In particular, we show that this approach provides for robust and efficient
means of characterizing the electronic couplings in organic mixed-valence systems, for the calculation of accurate torsional
barriers at the polymer limit, and for the reliable prediction of the optical absorption spectrum of low-band-gap polymers. We
also explain why the use of standard, out-of-the-box range-separation parameters is not recommended for the DFT and/or TD-
DFT description of the ground and excited states of extended, pi-conjugated systems. Finally, we highlight a severe drawback of
tuned range-separated hybrid functionals by discussing the example of the calculation of bond-length alternation in polyacetylene,
which leads us to point out the challenges for future developments in this field.

■ INTRODUCTION

Over the past decade, organic electronic materials have made
their way from the research laboratories all over the globe to the
everyday life of millions of users worldwide. In particular, the
success of organic light-emitting diodes, which steadily replace
their inorganic competition in small (smart phones) and
medium-sized (tablets) displays, paves the way for the further
development of new and improved organic electronic materials
and devices. Ever since the discovery of conducting polymers
almost 40 years ago,1 the developments in this field of research
have benefitted from a strong input from theory. Computer-
based electronic-structure calculations provide important in-
sights into the electronic properties of organic electronic
materials, elucidate the basic physical principles that underlie
charge and exciton transport, substantiate experimental results,
and assist in the design of novel materials. While the field has

been dominated by the use of semiempirical model Hamiltonians
for many years, density functional theory (DFT) has become
today the most commonly used electronic-structure method for
the description of the ground and excited states of organic
electronic materials.2,3

Due to its excellent accuracy-to-computational costs ratio,
DFT lends itself as the natural choice for the theoretical
description of the electronic structure of organic electronic
materials. With modern computer architectures, systems
containing thousands of electrons can be readily evaluated
when using the most effective DFT functionals. DFT generally
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predicts the ground-state geometries, vibrational spectra, and
electron−phonon couplings in most organic molecules with high
accuracy and yields a qualitatively and often also quantitatively
correct picture of the electronic structure of molecules, crystals,
metallic systems, and metal−organic interfaces. The time-
dependent extension of DFT (TDDFT)4 allows the calculation
and interpretation of optical absorption and emission spectra and
assists in studying exciton transfer and charge-recombination
processes in organic electronic devices.
While DFT has become an invaluable tool for studying a

variety of electronic and structural properties of organic
electronic materials, improving the accuracy and efficiency of
DFT calculations remains a major challenge for the electronic-
structure community. Both the accuracy and computational costs
of DFT are vastly determined by the choice for the approximate
exchange-correlation (xc) functional Exc[n], or its density
functional derivative, the xc potential vxc[n](r) = dExc[n]/
dn(r). Many different approximations to Exc[n] exist in the
literature, some of them solely based on physical principles, some
of them highly empirical. Commonly used approaches are the so-
called semilocal approximations, which include the local-density
approximation (LDA),3 generalized-gradient approximations
(GGAs) such as the functional of Perdew, Burke, and Ernzerhof
(PBE),5 and meta-GGAs such as M06L.6 While semilocal
functionals can be very useful, global hybrid functionals that
include a fixed, global fraction of explicit Hartree−Fock (HF)
exchange such as B3LYP7 (20%), the PBE-hybrid PBEh8 (25%,
also known as PBE0 or PBE1PBE), or M069 (27%) are
considered today as the typical workhorses for theoretical
organic chemistry. This is because the (partial) inclusion of
explicit HF exchange yields overall an improved description of
many molecular properties, such as geometries, binding energies,
vibrational frequencies, excitation energies, and more.
Despite the success of B3LYP and other global hybrids that

include 20−30% HF exchange, these functionals also show some
severe and qualitative failures for several properties of interest in
organic electronic materials research. In fact, many of these
deficiencies are related, in one way or another, to what can be
described as the many-electron self-interaction error (MSIE)10,11

or the localization/delocalization error. In this Account, we
highlight how this error influences the DFT description of the
ground and excited states of organic electronic materials and the
way it can be quantified. We then discuss our recent efforts to
reduce the localization/delocalization error in the description of
organic materials by using range-separated hybrid functionals
that have the correct asymptotic behavior and system-specific
range-separation parameters that are tuned to minimize the
localization/delocalization error. We start our discussion by
demonstrating the consequences of the localization/delocaliza-
tion error for a simple model system.

■ THE LOCALIZATION/DELOCALIZATION ERROR
The model system we choose to introduce the localization/
delocalization error is He3

+, where the He atoms are aligned
linearly and the interatomic distance R between the He atoms is
varied between 1 and 7 Å. Figure 1 shows the Mulliken charge on
the central He atom as a function of R calculated with several
electronic-structure methods. We note that, by considering three
He atoms, we allow single-reference methods to localize the
charge at the central He without the need to break symmetry. A
full configuration interaction (FCI) calculation,12 which we
consider as the reference here, localizes the positive charge on the
central He for large interatomic distances. In contrast, all

standard DFT functionals such as LDA, GGAs, and standard
global hybrid functionals spuriously delocalize the charge over all
three He atoms, even for large R values. In Figure 1, this is
exemplified by the PBEh curve, which is representative of all
semilocal and standard global hybrid functionals. Importantly,
the delocalization error not only occurs at large interatomic
distances, but for all values of R. This can be explained by the
observation that semilocal exchange functionals, in contrast to
full exact exchange, do not cancel the spurious Coulombic self-
interaction, leading to a self-repulsion of localized one-electron
densities.13 Consequently, the delocalization error is often also
referred to as self-interaction error.10,11

In contrast to standard DFT functionals, Hartree−Fock (HF)
and coupled-cluster singles-doubles (CCSD) localize the charge
on the central He atom; however, the localization occurs at much
smaller distances as compared to the FCI reference. We refer to
this error of the HF approach as the localization error. As with
every error of HF theory, the localization error is a consequence
of missing correlation. In fact, a significant part of the localization
error is made up by the missing static correlation, that is, by the
incapacity to mix the three configurations in which the charge is
localized on either one of the three He atoms. The importance of
static correlation is also reflected by the poor performance of the
CCSD approach, which is unable to apprehend the multi-
reference character of theHe3

+ ground state at large R. Due to the
close relation of the delocalization error to the missing static
correlation, the localization error has also been referred to as the
static correlation error.14

In the literature, the localization/delocalization error is
frequently discussed in the context of fractional particle numbers,
which can be introduced into the DFT formalism by coupling the
system to a bath of particles.15 The implications of this concept
have been discussed in several review articles;16−18 thus, we only
provide a brief summary here. As demonstrated in the seminal
paper of Perdew and co-workers,15 the exact total energy as a
function of fractional particle number is a series of straight lines
with kinks at integer occupations. The slope of these straight
lines corresponds to the respective HOMO eigenvalues. Both
HF and standard DFT functionals fail to reproduce this straight-
line condition. The typical failures are schematically illustrated in
Figure 2. HF theory favors integer particle numbers over
fractional ones, which explains why HF tends to localize the
electron density. In contrast, standard DFT functionals give too

Figure 1. Mulliken charge on central He atom in He3
+ as a function of

the interatomic distance R calculated fromHF, PBEh, standard (ω = 0.4
bohr−1), and IP-tuned LC-ωPBE, CCSD, and full CI (FCI).
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low energies for fractional particle numbers, which explains why
these functionals spuriously favor delocalized electron densities.
One way to quantify the (de)localization error of HF and
standard DFT functionals is to calculate the deviation of the
energy curve from the expected linearity,19 which is expressed as

δ δ δΔ + = + − − + −E N E N E N E N E N( ) ( ) ( ) [ ( 1) ( )]
(1)

where N is an integer and 0 ≤ δ ≤ 1. ΔE vanishes for integer
particle numbers. For fractional particle numbers, however, ΔE
only vanishes if E(N + δ) is linear in δ, as is the case for the exact
functional. A positive integral over ∫ 0

1ΔE(N + δ) dδ is referred to
as a localization error, while a negative integral is referred to as a
delocalization error (see shaded areas in Figure 2). The
localization/delocalization error is directly related to several
notorious failures of semilocal and global hybrid functionals in
the prediction of the ground and excited states of organic
electronic materials, as will be highlighted below.

■ LONG-RANGE CORRECTED HYBRID FUNCTIONALS
One of the major issues of global hybrid functionals with a fixed
fraction of HF exchange is to find a good trade-off between
semilocal and HF exchange. One the one hand, full HF exchange
is needed for a complete correction of self-interaction and, thus, a
correct description of the asymptotic region of the xc potential.
On the other hand, however, semilocal exchange is known to
mimic short-range static correlation effects that are important for
chemical bonding. While global hybrids have to choose between
semilocal and HF exchange, the concept of range-separated
hybrid functionals facilitates the combination of the best of these
both worlds.20 The central premise underlying these functionals
is the partitioning of the Coulomb-Operator into short-range
(SR) and long-range (LR) components, which is typically
achieved with the help of the standard error function (erf):
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The error function varies smoothly from erf(0) = 0 to erf(∞) = 1.
The range-separation is determined by the parameter ω, where
1/ω defines a characteristic length scale for the transition
between the SR and LR descriptions. By treating SR and LR
electron−electron interactions on a different footing, the range-
separation scheme allows one to incorporate semilocal or
standard hybrid DFT within the SR part of the Coulomb
operator and full HF exchange plus semilocal correlation in the

LR component. This particular class of range-separated hybrids is
referred to as long-range corrected (LRC) hybrid functionals.
LRC hybrids restore the correct 1/r-asymptotic tail of the
exchange-correlation potential (hence the term long-range
corrected), thereby improving the description of several
molecular properties that are sensitive to LR interactions.
Here, results from the LRC-hybrids LC-ωPBE21 andωB9722 will
be reviewed.
A main message of this Account is that LRC hybrid functionals

represent a most valuable approach for the (approximate)
minimization of the localization/delocalization error described
above.18 This can be understood by the fact that, in contrast to
HF and semilocal DFT functionals, LRC hybrid functionals allow
the combination of a full correction of self-interaction in the LR
with the treatment of static correlation effects (mimicked by the
semilocal exchange functional) in the SR. Hence, these
functionals facilitate the reduction of both the self-interaction
error and the static correlation error in a single instance. In other
words, by treating LR interactions with (localizing) full HF
exchange and SR interactions by (delocalizing) semilocal DFT,
LRC hybrids intrinsically counteract both the spurious local-
ization error of HF and the spurious delocalization error of
semilocal DFT. As a consequence, the degree of electronic
(de)localization in LRC hybrids is primarily determined by the
length scale of the range-separation, that is, the inverse range-
separation parameter 1/ω.

■ IP-TUNING PROCEDURE FOR π-CONJUGATED
MOLECULAR CHAINS

Ever since the inception of the range-separated hybrid
functionals,20 it has been argued that ω should be a functional
of the electron density. However, the exact density dependence
of ω is not known. Consequently, most range-separated hybrid
functionals employ a fixed, empirical value for ω.21,22 To allow
for a more flexible range-separation, a frequently employed
strategy is to determine the optimal range-separation parameter
for each system separately by enforcing the functional to obey
known properties of the exact functional. In this context, the
range-separation parameter is often determined by minimizing
the difference between the highest occupied molecular orbital
(HOMO) eigenvalue and the computed ionization potential
(IP):

ω ε ω ωΔ = |− − − − |ω E N E N( ) ( ( , ) ( , 1))IP HOMO gs gs

(3)

This IP-tuning procedure23 has been shown to improve the
description of properties related to the IP and the fundamental
gap for a range of systems. The tuning is nonempirical, since it
requires the approximate functional to obey a property that
would be satisfied by the exact functional. In fact, this and similar
tuning procedures have been applied to predict highly accurate
IPs and band gaps;18,24,25 the extension of this approach to
predict full valence photoelectron spectra has also been
discussed.19,26 Here, however, we would like to point out an
alternative interpretation of the IP-tuning procedure.
In fact, the IP-tuning can be interpreted as a minimization of

the delocalization error at the level of the HOMO.18 As the
HOMO eigenvalue equals the slope of the total-energy evolution
with δ, IP tuning guarantees that the initial slope of the total-
energy curve at δ = 0− (i.e., when going from the neutral to the
cation state) equals the vertical IP (the total energy difference
between the neutral and cation states). This, however, does not
apply for the whole fractional-particle curve, which is why a

Figure 2. Schematic representation of the localization error of HF
theory and the delocalization error in standard DFT functionals. Despite
good agreement with the exact values (red curve) at the integer points,
the convex [concave] behavior of DFT [HF] leads to a lower [higher]
energy for fractional charges.
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(typically very small) deviation from linearity can remain after IP
tuning. Still, the localization/delocalization error at the HOMO
level is significantly reduced in the IP-tuned LRC hybrids
compared to HF and all commonly used semilocal, global hybrid,
and standard LRC-hybrid functionals. This is highlighted in
Figure 3, which shows the deviation from linearity ΔE(N + δ) of

the total energy (see eq 1) as a function of the fractional particle
number δ for the linear polyene C16H18 when inserting an
electron into the HOMO and LUMO (lowest unoccupied
molecular orbital). While HF and LC-ωPBE (using the standard
ω-value of 0.4 bohr−1) suffer from a significant localization error,
the semilocal functional PBE and the global hybrid PBEh
demonstrate a large delocalization error.
In LRC-hybrids with no (or a fixed amount of) HF exchange in

the short-range, the (de)localization error is determined by the
value of the range-separation parameter ω. In the case of the
linear polyene C16H18, the standard ω of LC-ωPBE (ω = 0.4
bohr−1) is found to be too large, thus leading to a large
localization error. Application of the IP-tuning procedure
drastically reduces the localization error in LC-ωPBE and an
almost perfect straight-line behavior of the total energy curve
between the cation and anion is found (see Figure 3). These
results are exemplary for what is generally found for extended π-
conjugated systems.27

It is important to keep in mind that a vanishing localization/
delocalization error is a necessary, but not sufficient criterion for
accurately describing the (de)localization of charges. Hence, the
reduction of the localization/delocalization error in LRC hybrids
typically only reduces, but not fully solves all problems related to
charge (de)localization. As demonstrated in Figure 1, this is
particularly true for situations in which the LR static correlation is
dominant: While the IP-tuned LC-ωPBE curve correctly
localizes the excess charge and significantly improves upon the
HF result, the localization occurs very abruptly and at too short
distances R. This can be ascribed to the fact that LRC hybrids
only model the static correlation in the SR but not the LR.
It has been demonstrated that the IP-tuned ω value can vary

significantly with system size.24,25,27 Figure 4 shows the
characteristic length 1/ω obtained from IP-tuned LC-ωPBE as
a function of the number of repeat units in four different
molecular chains, that is, polyenes, alkanes, oligoacenes, and
oligothiophenes. In all instances, the range-separation parameter
decreases significantly with chain length. All IP-tuned ω values
are smaller than the standard value ω = 0.4 bohr−1. The

difference between the standard and IP-tuned ω values is
particularly severe for chains with a very high degree of π-
conjugation such as the polyenes and oligoacenes, for which the
characteristic length 1/ω increases almost linearly with the
number of repeat units. For the alkane chains, however, the 1/ω
value saturates quickly; also their IP-tuned ω values are much
closer to the standardω value. This clearly demonstrates that not
only the size but also the extent of conjugation plays an important
role in determining the optimal ω values for a specific system of
interest. A similar picture is seen for other LRC hybrids,
independently of the form of the underlying semilocal
functionals and the amount of HF exchange used in the SR.27

Thus, generally speaking, the standard ω-values in LRC hybrids
are not suitable for a reliable description of π-conjugated
materials.

■ GROUND-STATE PROPERTIES

Organic Mixed-Valence Systems

Mixed-valence (MV) systems, which contain two or more redox
centers in different oxidation states, are prototype systems that
illustrate the major issues that can arise from the localization/
delocalization error of HF and standard DFT functionals. The
optical and electronic properties of MV systems are dominated
by the interplay between the electronic coupling among redox
centers and the reorganization energy.28 Typically, highly
correlated wave function methods are needed to capture the
details of this competition, illustrating the importance of
correlation effects. However, as many of the organic MV systems
are too large to be treated with these methods, an important goal
is to find a reliable description of MV systems at the cost of a HF
or DFT calculation.
Due to their intrinsic localization/delocalization error, pure

HF and standard DFT functionals are doomed to fail for such
systems. This is illustrated by taking the example of the spiro-
molecule shown in Figure 5a, a frequently studied prototypical
organic MV system.29 High-level post-HF methods have pointed
out that the lower potential energy surface of this spiro-cation
corresponds to a double well.30 In contrast, semilocal and
standard hybrid functionals symmetrically delocalize the excess
charge over both redox centers (see Figure 5b). This spurious
delocalization of the hole density is in line with the significant
delocalization error (−0.26 eV) that is found when taking an
electron out of theHOMOof the spiro-molecule. HF leads to the
charge being localized on one of the redox centers (see Figure

Figure 3. Deviation of the total energy from straight line (see eq 1) as a
function of fractional-particle number δ for C16H18 (114 electrons)
when inserting one electron into the HOMO (left) and LUMO (right)
using HF, PBE, PBEh, as well as the standard (ω = 0.4 bohr−1) and IP-
tuned (see eq 3) LC-ωPBE functionals.

Figure 4. IP-tuned SR/LR separation parameters (1/ω) in units of Bohr
for linear polyene chains C2nH2n+2, alkane chains C2nH4n+4, oligoacenes,
and oligothiophenes, as a function of the number of repeat units n.27
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5c) and, thus, to an electronic structure and geometry that are
qualitatively consistent with the results of highly correlated post-
HF methods. However, HF yields a significant localization error
of +0.23 eV, which underlines that HF provides a correct
description (and Robin-Day classification) for the wrong reason.
LRC-hybrid functionals can predict both the symmetric and

symmetry-broken geometries, depending on the value chosen for
the range-separation parameterω.29 Application of the IP-tuning
procedure to a LRC-hybrid (here, ωB97) leads to a correct
symmetry-broken geometry. To establish consistency between
the geometries and the IP-tuned ω-values, the geometry
relaxation and the IP-tuning procedure need to be iterated to
self-consistency, which is typically the case after one to two
geometry optimizations. As a consequence of this procedure, the
localization error is reduced by several orders of magnitude. The
corresponding potential energy surface corresponds to a double
well, following closely the highly accurate equation-of-motion IP
CCSD calculated ground-state energies (see Figure 6). This and
other examples29 validate the reliability of the IP-tuned LRC-
hybrid approach for MV systems both qualitatively and
quantitatively.
Torsion Potential Barrier in Polyenes

Another example where the delocalization error of standard DFT
functionals becomes prominent is related to the torsional
flexibility of π-conjugated molecular and polymer chains. This
flexibility is typically severely underestimated by semilocal and
global hybrid functionals,31 which is a direct consequence of the

delocalization error that overly stabilizes coplanar, fully
conjugated conformations.32

The number of electronic structure methods that can be
applied effectively to longmolecular chains and, at the same time,
are known to yield reliable results for torsional barriers remains
very limited. Recently, it was demonstrated that dual-basis
density-fitting MP2 (DB-DFMP2) provides for a good trade-off
between accuracy and computational cost, allowing the
application to long oligomers of polyacetylene.31 Using the
effective conjugation length (ECL) model introduced by Meier
and co-workers,33 the DB-DFMP2 calculated torsion barriers for
oligomers of various lengths can be extrapolated to the polymer
limit.
Figure 7 displays the evolution of the computed torsional

barriers of the central C−C bond in linear polyene chains

C2nH2n+2 as a function of the inverse number of repeat units 1/n
for various DFT functionals and DB-DFMP2, extrapolated to the
polymer limit using the ECL-model (solid lines). As compared to
the DB-DFMP2 reference, the semilocal PBE and the standard
hybrid PBEh yield too large torsional barriers at the polymer
limit. This is consistent with the large delocalization error found
for these functionals, as exemplified in Figure 3. In contrast,
standard LC-ωPBE (ω = 0.4 bohr−1) yields a significant
localization error, which is consistent with the severe under-
estimation of the torsional barrier. When this localization error is
made to nearly vanish by using the IP-tuning procedure for each
chain length, the evolution of the torsional barriers improves
significantly and leads to a torsion barrier for polyacetylene in
much better agreement with the DB-DFMP2 reference. In a
recent study,32 a similar picture was found not only for
polyacetylene but also for polydiacetylene in the case of several
other LRC-hybrids; thus, the choice of a suitable range-
separation parameter is, in fact, a decisive factor in the
performance of LRC-hybrids for the prediction of accurate
torsion barriers in π-conjugated chains.
Bond-Length Alternation in Polyacetylene

The encouraging results for the torsional barriers in poly-
acetylene suggest that IP-tuned LRC-hybrids could also be a
valuable approach to another notorious problem of electronic-
structure methods, i.e., a reliable prediction of the degree of

Figure 5. (a) Chemical structure of the spiro-molecule 5-methyl-5-((4-
methyl-1H-pyrrol-3-yl)methyl)-2,4,5,6-tetrahydrocyclopenta[c]-
pyrrole. (b) LUMO of the spiro-cation as predicted from B3LYP. (c)
LUMO of the spiro-cation as predicted from HF.

Figure 6. Potential energy surface for the spiro-cation as a function of
the nuclear coordinate that connects the two symmetry-broken
geometries (±1), as calculated with IP-tuned ωB97 (ω = 0.262
bohr−1).29 EOM-IP-CCSD and B3LYP results are given for comparison.
Isosurface plots show the ωB97 hole density for the two symmetry-
broken and the symmetric geometries.

Figure 7. Evolution of the computed torsional barriers in polyacetylene
for PBE, PBEh, standard (ω = 0.4 bohr−1), and IP-tuned LC-ωPBE as a
function of the inverse number of repeat units n compared to the DB-
DFMP2 reference. The results for the torsion barriers are fitted using the
effective conjugation length model33 and extrapolated to the polymer
limit (solid lines).32
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bond-length alternation (BLA) representing the difference
between the lengths of single-like and double-like bonds in π-
conjugated chains. Due to their intrinsic delocalization error,
standard semilocal and hybrid DFT functionals, which chemists
extensively use for geometry optimizations, overestimate
conjugation and hence typically underestimate the BLA
significantly. This is illustrated in Figure 8, which compares the

central BLA in linear polyenes obtained from PBE and PBEh to
benchmark geometries obtained from CCSD(T). As compared
to the experimental estimate of 0.08 Å,35 extrapolation of the

PBE and PBEh results to the polymer limit considerably
underestimates the BLA in polyacetylene. When using the
standard LC-ωPBE functional or pure HF exchange, the BLA
converges much faster with the number of repeat units than in
the CCSD(T) reference, leading to a significant overestimation
of the BLA for all chain lengths. In the light of the localization/
delocalization errors of the various functionals depicted in Figure
3, these findings do not come as a surprise.
Application of the IP-tuning procedure, however, does not

result in the anticipated behavior of the BLA. While the BLAs
obtained from CCSD(T) saturate at around n = 8, the BLAs
calculated from IP-tuned LRC hybrids do not show any sign of
saturation up to n = 20, thus restoring one of the most obvious
failures of the semilocal and global hybrid functionals.
A natural explanation for the failure of IP-tuned LC-ωPBE is

provided by the evolution of the IP-tuned range-separation
parameter with the number of repeat units depicted in Figure 4.
The IP-tuned ω, and with it the BLA, decreases monotonically
with increasing chain length in highly conjugated systems. By
modifying ω with system size, we are changing the functional
and, as a result, the effective Hamiltonian. Consequently, the IP-
tuned LC-ωPBE approaches the semilocal PBE functional in the
limit of long chains and an important property of standard LRC
hybrids is lost, that is, size consistency. In fact, the lack of size
consistency turns out to be the major drawback of tuned range-
separated hybrid functionals.34,36 Clearly, more work is needed
to find approximations that allow reducing the localization/
delocalization error without affecting the size-consistency of the
method.

Figure 8.Central bond-length alternation (BLA) in polyenes H-(HC
CH)n-H evaluated with various electronic-structure methods, as a
function of the number of repeat units n.34 The dotted line indicates the
experimental estimate for the BLA in the polymer limit, 0.08 Å.
CCSD(T) results serve as a reference for the short oligomers.

Figure 9. TD-DFT natural transition orbitals for the S0−S1 transition in the tetramer of the low-band-gap polymer PCDTBT (poly[N-alkyl-2,7-
carbazole-alt-5,5-(40,70-di-2-thienyl-20,10,30-benzothiadiazole)]) determined from B3LYP and gap-tunedωB97.38 The numbers specify the weight of
the respective particle-hole contributions. The electron−hole pairs predicted from the tuned LRC-hybrid are much more localized than those predicted
by standard functionals such as B3LYP.
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■ EXCITED STATE PROPERTIES

Low-Band-Gap Polymers

Due to their potential for harnessing an important part of the
solar spectrum, polymers with a low optical gap are frequently
used materials in organic solar cells. Typically, a low-lying optical
transition is obtained by combining electron-rich and electron-
deficient fragments along the polymer backbone, leading to
excited states with a significant charge-transfer (CT) character.
While standard hybrid functionals are well-known to under-
estimate the energies of such CT-type excitation energies
significantly, LRC-hybrid functionals with a tuned range-
separation parameter ω have been reported to yield improved
excitation energies for CT-type excitations.37 This is achieved by
tuning ω to a criterion that not only includes the IP but also the
electron affinity (EA) of the system of interest. This procedure is
referred to as gap-tuning.24,25,37 Typically, gap-tuning leads toω-
values close to the IP-tuned ones with a similar dependency on
conjugation and system size.24,25,38

Indeed, the gap-tuning procedure leads to a significant
improvement in the calculated optical absorption spectrum of
low-band-gap polymers as compared to standard global and LRC
hybrid functionals.38 In addition, the tuned LRC-hybrid
functionals also change the nature of the excited states. This is
highlighted in Figure 9, which depicts the natural transition
orbitals for the S0−S1 transition in the tetramer of the low-band-
gap polymer PCDTBT determined from B3LYP and gap-tuned
ωB97. While B3LYP predicts the electron−hole pairs corre-
sponding to the S0−S1 transition to be delocalized over several
donor and acceptor moieties, the gap-tuned ωB97 calculations
suggests a qualitatively different picture. Here, the electron−hole
pairs are much more localized, while strongly coupled to one
another.38 This clearly demonstrates that the delocalization error
inherent to global hybrid functionals such as B3LYP also has
important consequences for the description of excited states. The
good agreement of the gap-tuned ωB97 spectrum with
experiment suggests that the reduced delocalization error in
tuned LRC-hybrid functionals is of great value also for the
description of excited state properties of organic electronic
materials.38 It is also useful to note that the tuning procedure has
been found to reduce the occurrence of triplet instabilities and
leads to an overall significantly improved prediction of triplet
excitation energies when using LRC-hybrid functionals in TD-
DFT.39

■ CONCLUDING REMARKS
In this Account, we have illustrated that the spurious local-
ization/delocalization errors inherent to HF and standard DFT
functionals can lead to significant qualitative and quantitative
failures in the evaluation of the ground- and excited-state
properties of organic electronic materials. In particular, the
widely employed semilocal and global hybrid functionals tend to
overestimate the delocalization of electron and hole densities. In
contrast, LRC hybrid functionals with standard range-separation
parameters tend to overlocalize electron densities in π-
conjugated chains, leading to an underestimation of torsional
barriers and triplet energies and an overestimation of the bond-
length alternation in polyenes.
These errors can be reduced significantly by nonempirically

tuning the range-separation parameter ω in LRC hybrid
functionals to fulfill the IP theorem. Using this system-specific
ω, many of the problems related to a spurious (de)localization of
electrons can be solved. This includes the determination of

geometry and electronic couplings in organic mixed-valence
systems as well as torsional barriers, charge-transfer excitations,
and triplet instabilities in long π-conjugated molecular chains.
Looking forward, we anticipate that future developments in this
field will need to tackle the most prominent drawback of the
tuned LRC hybrid functionals, that is, their lack of size
consistency. Avenues to do so may involve range-separation of
the correlation hole or using a local, density-dependent range-
separation.
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range separated hybrid functionals in ground-state calculations:
Consequences and caveats. J. Chem. Phys. 2013, 138, 204115.
(37) Kuritz, N.; Stein, T.; Baer, R.; Kronik, L. Charge-Transfer-like
π−π* Excitations in Time-Dependent Density Functional Theory: A
Conundrum and Its Solution. J. Chem. Theory Comput. 2011, 7, 2408−
2415.
(38) Pandey, L.; Doiron, C.; Sears, J. S.; Bredas, J.-L. Lowest excited
states and optical absorption spectra of donor-acceptor copolymers for
organic photovoltaics: a new picture emerging from tuned long-range
corrected density functionals. Phys. Chem. Chem. Phys. 2012, 14, 14243−
14248.
(39) Sears, J. S.; Körzdörfer, T.; Zhang, C.-R.; Bred́as, J.-L.
Communication: Orbital instabilities and triplet states from time-
dependent density functional theory and long-range corrected func-
tionals. J. Chem. Phys. 2011, 135, 151103.

Accounts of Chemical Research Article

dx.doi.org/10.1021/ar500021t | Acc. Chem. Res. 2014, 47, 3284−32913291


